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Abstract

We survey the recent literature in economics measuring what is on top of people’s minds
using open-ended questions. We first provide an overview of studies in political economy,
macroeconomics, finance, labor economics, and behavioral economics that have employed
such measurement. We next describe different ways of measuring the considerations
that are on top of people’s minds. We also provide an overview of methods to annotate
and analyze such data. Next, we discuss different types of applications, including the
measurement of motives, mental models, narratives, attention, information transmission,
and recall. Our review highlights the potential of using open-ended questions to gain a
deeper understanding of mechanisms underlying observed choices and expectations.
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1 Introduction

Quantitative measures of economic beliefs and choices, included in surveys, have substan-

tially advanced our understanding of human behavior (Fuster and Zafar, 2023; Stantcheva,

2022a). Such measures have been used to study economic decision-making under uncertainty

(Tversky and Kahneman, 1974), social preferences (Cappelen et al., 2007; Fehr and Gächter,

2000; Kahneman et al., 1986), policy views (Kuziemko et al., 2015; Stantcheva, 2021), and eco-

nomic expectations (Coibion et al., 2018; Manski, 2004). Despite their success in characterizing

heterogeneity in beliefs and preferences, quantitative measures are sometimes less suited

for studying underlying mechanisms, such as respondents’ attention allocation, economic

reasoning and motives. For example, to understand the origins of economic expectations,

it is critical to study attention allocation (Bordalo et al., 2023; Gabaix, 2019), mental models

(Andre et al., 2021, 2023b), or the narratives people use to explain the world (Andre et al.,

2023a).

In this paper, we review an emerging literature in economics that uses open-ended survey

questions to better understand the mechanisms underlying economic beliefs and choices.

In such questions, participants are asked to write down the considerations on top of their

mind when thinking about a particular issue, decision or prediction problem. Different from

quantitative measures, the qualitative text data resulting from open-ended measurement

provide a detailed lens into respondents’ thoughts and considerations. Unlike structured

survey questions, open-ended questions do not prime individuals on any particular aspect

through the displayed response options, thereby potentially changing the object researchers

aim to measure. These features make open-ended questions suited for studying topics such

as attention allocation, reasoning, mental models, or verbal communication, and thereby

help to gain a deeper understanding of the mechanisms underlying economic choices and

expectations. As shown in Figure 1, the use of open-ended survey questions has become

increasingly common in economics.

Open-ended measures allow researchers to test predictions of influential theories of human

behavior. For instance, such methods can be used to test whether personal experiences are

associated with selective recall (Andre et al., 2021; Graeber et al., 2022) or which features of
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a decision problem people pay attention to (Bordalo et al., 2023). They also let us paint a

more realistic picture of which variables individuals consider relevant when making choices

or forming beliefs. Moreover, open-ended survey questions enable researchers to measure

motives behind particular decisions (Chopra et al., 2024b; Hager et al., 2023b) or the perceived

motives driving others’ behaviors (Bursztyn et al., 2023b, 2022).

The techniques presented in this review are also important for policy questions, such

as understanding which concerns loom largest in voters’ minds (Ferrario and Stantcheva,

2022). For example, Stantcheva (2020) and Ferrario and Stantcheva (2022) use open-ended

measurement to characterize the first-order considerations people have when thinking about

different policies, such as the income tax or the estate tax.

This paper complements recent reviews on the design of surveys and information pro-

vision experiments in economics (Bergman et al., 2020; Fuster and Zafar, 2023; Haaland et

al., 2023; Stantcheva, 2022a). Different from these papers, our review focuses on open-ended

survey questions, providing a detailed discussion of advantages and disadvantages as well

as best-practice recommendations for such questions. We build on research in psychology

discussing the opportunities offered by verbal reports as well as limitations of such measures

(Berger et al., 2016; Ericsson and Simon, 1980, 1993; Nisbett and Wilson, 1977). While Nisbett

and Wilson (1977) highlight the limitations of open-ended measures, more recent evidence

suggests that people can accurately report key aspects of their choice process in some contexts

(Morris et al., 2023). This review also builds on research in survey methodology and public

opinion research, where open-ended questions have been discussed as an alternative to

closed-end questions (Geer, 1988, 1991; Krosnick, 1999; Lazarsfeld, 1944).

We proceed as follows: In Section 2, we review studies from various fields in economics

that have used open-ended measurement techniques. In Section 3, we discuss different

methods for measuring what is top of mind. In Section 4, we provide best-practice recommen-

dations and examples for the analysis of data on thoughts. In Section 5, we discuss fruitful

applications of open-ended thought measurement. Finally, Section 6 concludes.
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2 Literature using open-ended measurement techniques

In this section, we review studies across different fields of economics that have employed

the open-ended measurement of thoughts and considerations in applied settings. Tables 1–7

provide overviews across different fields in economics.

Political economy Political economy is one of the key areas in which open-ended measure-

ment techniques have been applied. Such approaches have been used to understand the

formation of policy preferences, political persuasion, and political behavior in the field.

In the context of policy preferences, Stantcheva (2020) has pioneered the use of open-

ended questions. Using such questions in large-scale online surveys conducted in the US,

Stantcheva (2021) examines what considerations people have in mind when prompted to

think about income and estate taxes, along with these policies’ goals, shortcomings, and

anticipated effects. The open-ended responses indicate pronounced partisan differences

in how frequently ideas related to distribution, government spending and public goods

are expressed. The patterns observed in the open-ended responses are validated using

stated policy views as well as structured response data on knowledge about taxes and

reasoning about their efficiency, spillovers, and distributional and fairness effects. Using

similar methods, Stantcheva (2022b) studies how people reason about trade. Dechezleprêtre

et al. (2022) examine people’s considerations in the context of climate change and what the

government should do about it. König and Schmacker (2022) examine public attitudes toward

sin taxes, focusing on taxes for sugar-sweetened beverages (SSBs). Responses to free response

questions about first-order considerations of sin taxes unveil that people primarily oppose

these taxes because of perceived paternalism and regressivity. Liscow and Fox (2022) study

public perceptions of capital gains taxation. The study employs a free response question to

uncover the rationale behind participants’ stances on taxing consumption vs income. Jessen

et al. (2024) investigate perceptions of life expectancy inequality. An open-ended question

reveals better healthcare as the dominant preferred policy measures to combat such inequality,

alongside education, minimum wages, and housing improvements. Casarico et al. (2024)

study how beliefs about gender gaps in earnings and pensions affect the support of policies
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aimed at reducing gender inequality. A free response question uncovers that respondents

attribute these gaps primarily to parenthood, occupation, salary, and working hours.

Andre (2024) studies the attentional foundations of redistributive preferences using open-

ended questions. In particular, spectators decide how to distribute money between two

workers. Respondents explain in an open-text format which considerations shaped their

merit judgements. In the context of fiscal policy, Gründler and Potrafke (2020) use open-

ended questions in which experts are asked to write down their main considerations about

fiscal rules in free-text entry boxes.

Free response elicitations are also applied in the context of political persuasion. For

example, Hüning et al. (2022) conduct an experiment that collects voting intentions and textual

data from interactions in chat groups before the ballot and self-reported votes afterwards.

Galasso et al. (2024) assess the effectiveness of video ads countering populist narratives

during the 2020 Italian referendum on reducing Parliament members. The authors employ

an open-ended question that probes respondents’ perceptions of the videos.

It is also possible to use open-ended questions to understand how political correctness

norms affect the prevalence and interpretation of public political behavior. For instance,

Bursztyn et al. (2020) use such questions for studying inferences about the motives of individ-

uals who made a donation to a xenophobic organization. They validate their open-ended

measure with a structured belief measure and establish strong correlations. Bursztyn et al.

(2023b) examine the impact of justifications on individuals’ willingness to express dissenting

opinions, particularly on controversial political and social topics. Following their choice,

participants are asked a free response question about their motives for selecting a particular

tweet.

Open-ended measurement techniques have also been applied to better understand politi-

cal behavior in the field. For instance, Hager et al. (2023b) shed light on strategic interactions

in political behavior by asking party supporters how they would adjust their campaign efforts

in response to learning about the higher effort of their peers. They then ask the respondents

to describe the reasoning underlying their decision. Nathan et al. (2023) explore household

decisions to protest property taxes, leveraging a free response question to understand why

people protest or not. Hager et al. (2023a) use open-ended responses to give party supporters
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more voice in the context of political campaigns.

Open-ended questions can also be useful for elucidating mechanisms underlying the

effects of natural experiments. Lang and Schneider (2023) investigate the enduring impact of

historical immigration on nationalist voting patterns in Germany, using a natural experiment.

Leveraging a geocoded survey with an open-ended question on the perceived implications

of the historical inflow of migrants post-WWII reveals a significant dampening effect on

nationalist backlash in areas with greater historical exposure to migrants.

Macroeconomics Open-ended measurement techniques allow us to gain insights on impor-

tant questions in macroeconomics, such as which mental models economic agents employ

when forming macroeconomic expectations, how stories and narratives shape these expecta-

tions, and how attention is allocated between different economic variables.

To measure subjective models of the macroeconomy, Andre et al. (2021) conduct large-

scale surveys with U.S. households and experts. They use a combination of structured and

open-ended survey questions to understand which propagation mechanisms come to mind

when thinking about the transmission of canonical macroeconomic shocks. They document

striking heterogeneity in “what comes to mind” both within and across their samples of

households and experts. For example, households are relatively more likely to think of a

“cost channel” in the context of monetary policy shocks than experts. Andre et al. (2021) also

provide evidence that the considerations on top of people’s minds are significantly associated

with their forecasts about unemployment and inflation responses to the shocks, and that they

account for part of the differences in forecasts between experts and households. Moreover,

Andre et al. (2021) combine priming with open-ended measurement of associations to study

the causal effects of attention to supply-side and demand-side factors on households’ forecasts

of the effects of monetary policy shocks. They show that being primed on demand-side factors

in the context of an interest rate hike significantly increases respondents’ attention to the

demand side and has a negative effect on their predicted inflation response to the shock.

To understand the narratives agents invoke to explain macroeconomic phenomena, Andre

et al. (2023a) use free response questions in the context of a historic surge of U.S. inflation

experienced in late 2021 and 2022. Respondents explain in an open-ended question which
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factors they think caused the increase in inflation. To quantify the causal narrative that

respondents endorse, the authors represent each of these open-text responses by a directed

acyclic graph (DAG). A causal DAG is a network of variables in which links between variables

indicate causal relationships. Andre et al. (2023a) also conduct various experiments in which

they experimentally manipulate which narratives come to respondents’ minds. They quantify

the first-stage effects of their treatments using a free response question.

In an application to attention allocation in macroeconomic contexts, Link et al. (2023)

employ open-ended questions in panels of German firms and households, specifically asking,

“What topics come to mind when you think about the economic situation of your com-

pany/household?”. They provide evidence on attention allocation over the business cycle

and the association between attention and macroeconomic expectations.

Several other studies have used free response questions to better understand the formation

of macroeconomic expectations. In the context of inflation expectations, Leiser and Drori

(2005) explore people’s associations with inflation using open-ended text questions across

different groups, including high school students, university students, shopkeepers, and

teachers. They identify inflation associations by asking participants to specify terms, concepts,

or short phrases related to inflation. This is followed by a more structured question where

participants are asked to connect up to five out of nine economic terms, including inflation,

and then explain their choices. An et al. (2023) study the formation of gas price and inflation

expectations. They use open-ended survey questions to understand the reasoning underlying

changes in participants’ expectations and spending plans in response to information (e.g.,

about recent gas price changes).

Another set of applications in macroeconomic contexts is understanding people’s attitudes

and preferences regarding aggregate outcomes. On why people dislike inflation, Stantcheva

(2024) uses a combination of open-ended and closed-ended questions to measure people’s

understanding, as well as their emotions and feelings related to inflation. Binetti et al.

(2024) leverage these methods to shed light on people’s understanding and preferences

related to inflation – i.e., how they trade-off inflation and other economic outcomes such as

unemployment and growth.

Colarieti et al. (2024) examine the dynamic adjustments in household spending and debt
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following unexpected increases or decreases in income (the ‘how’), and the motivations

behind these decisions (the ‘why’). To understand the ’why’ behind household financial

behaviors, they guide households through a series of targeted survey questions asking them

to select relevant reasons for doing something (e.g., spending more) and not doing something

(e.g., not borrowing more). Identical spending behaviors can have diverse motivations and

be consistent with different theoretical models and structured, detailed, and cohesive survey

questions can uncover the thought processes behind financial decisions and help classify

households into distinct types based on their decision-making principles.

Finally, to better understand the impacts of central bank communications on public finance

perceptions, Hommes et al. (2023) conduct large scale experiments. Employing open-ended

questions, they gauge prior public finance opinions and introduce a metric for macroeconomic

policy literacy.

Finance Open-ended measurement techniques are also extremely useful for understanding

belief formation and decision-making in finance contexts. In such contexts, many factors

can be decision-relevant and a vast amount of potentially relevant information is available.

Open-ended questions provide a lens into which of these factors individuals attend to when

forming beliefs or making decisions.

One key application of open-ended measurements in finance contexts is understanding

the motives and mechanisms underlying observed financial behaviors. Chinco et al. (2022)

use hypothetical survey questions to study the relevance of the correlation of an asset’s return

with risk factors in driving individuals’ investment decisions. To corroborate their findings,

they also ask respondents to explain in open text what factors are most important to them

when deciding what fraction of an endowment to invest in stocks. Subsequently, survey

respondents self-classify their open-ended responses into a set of structured options.

Bailey et al. (2019) examine the relationship between home price expectations and mort-

gage leverage choice. To shed light on the mechanism, they conduct a survey in which

individuals make hypothetical leverage choices across scenarios with different home price

expectations. Subsequently, they ask respondents a free response question on why their

choices differ across scenarios. Liu and Palmer (2023) use a variety of different approaches to
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show that many individuals seem to rely more on perceived past home price growth rather

than on expected future home price growth when making a housing investment decision. In

an open-ended elicitation of motives, their respondents cite low confidence in other belief

factors or (implicit) extrapolation as a motive to rely more on past than on expected future

home price growth.

Chopra et al. (2024a) use open-ended survey questions to shed light on the mechanisms

underlying the effects of home price expectations on spending. They ask respondents to

explain why an increase in their home price expectations would affect their economic circum-

stances in a particular way and use these data to disentangle mechanisms driving spending

responses. Luttmer and Samwick (2018) assess the welfare impact of perceived policy un-

certainty regarding social security benefits. They explore the drivers behind their findings

through a free response question.

As a recent methodological innovation in this set of applications, Chopra and Haaland

(2023) introduce an AI-assisted method for semi-structured interviews to dissect the stock

market participation puzzle. They uncover a range of reasons for non-participation, such

as financial constraints, risk concerns, and informational barriers, with respondents often

attributing their non-engagement to multiple factors. The depth of the interviews further

sheds light on subtler aspects that initial responses might obscure, including fears of financial

losses, a preference for low-risk investments, a perception of stock markets akin to gambling,

and misconceptions that stock ownership necessitates intensive market research and active

trading.

Another set of applications in finance contexts uses open-ended questions to shed light

on the drivers underlying individuals’ beliefs. For instance, Andre et al. (2023b) investigate

the mental models of the stock market underlying the return expectations of retail investors,

financial professionals, and academic experts. The study employs open-ended questions

asking respondents to explain the reasoning behind the return expectations they report in

different hypothetical scenarios. These open-ended data reveal that households and financial

professionals often neglect equilibrium price adjustments when forming return expectations.

Ba et al. (2023) investigate experts’ and nonexperts’ beliefs about the impact of the 2020

racial justice protests on the stock performance of law enforcement-associated firms, which
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experienced unexpected stock price gains in response to the protests. Their study includes

an analysis of free response questions asking respondents to explain their estimates. Those

who underestimate the stock price gains tend to mention lower trust and budget cuts to the

police as a result of the protests. Laudenbach et al. (2022) use an open-ended elicitation to

study retail investors’ selective retrieval of particular historical episodes when estimating the

historical autocorrelation of aggregate stock returns.

Filippini et al. (2021) propose a novel application of open-ended measurement in finance

contexts. Specifically, they measure people’s financial knowledge by asking respondents

to describe which characteristics they think distinguish sustainable financial products from

conventional investments.

Labor economics Open-ended measurement techniques have also become frequently used

in labor economics. The methods reviewed in this paper have been applied to understand

worker productivity, job search decisions, and other labor market behaviors.

One set of applications in labor economics is concerned with understanding worker

productivity. For instance, Kaur et al. (2021) measure financial worries among workers using

an open-ended question, and study how such worries affect productivity. They document

that about half of all respondents mention financial concerns when asked “What were you

thinking about while working?” with no prompts related to finances. Abeler et al. (2023)

use a combination of field and laboratory experiments to study the effects of incentive

scheme complexity on workers’ perception of dynamic incentives and their productivity. An

open-ended question is used to gauge what fraction of workers recognize dynamic incentives.

Another set of applications is concerned with understanding preferences over job at-

tributes and job search decisions. Rodrik and Stantcheva (2021) ask survey respondents free

response questions on what is, to them, a “good job” without priming them one way or

the other. When performing text analysis on these answers, the terms that come up most

frequently are “good salary,” “well paid,” “a good environment/good feeling,” “good work

conditions,” and terms related to “private life” and “family life,” indicating a desire for

work-life balance. A “bad job” is associated with almost the exact opposite attributes. They

also ask respondents what features of a job they would pay most attention to if they had
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to look for a new one. Important features appear to be pay, good relations with colleagues

and with one’s boss, the possibility to leverage one’s skills, autonomy and creativity, career

progression, interest and passion in the job, and safe work conditions. Miano (2023) uses

open-ended survey questions to examine how workers’ beliefs about job search costs and

external opportunities influence on-the-job-search. The paper askes respondents to describe

the challenges they might face while searching for a new job.

Several papers have used open-ended measurement to understand the role of characteris-

tics such as gender and personal background in labor market behavior. Capozza (2024) inves-

tigates women’s primary concerns regarding the gender gap in salary negotiation through

open-ended and structured questions, revealing two main causal narratives: concerns over

potential employer backlash and the belief that women are less inclined to negotiate than men.

Ayyar et al. (2023) use essays written by girls at age 11 to construct an index of traditional

gender attitudes, and study how such attitudes are related to lifetime earnings. Oh (2023)

investigates the influence of caste identity on labor supply decisions in rural India, utilizing a

field experiment. The experiment includes a free-form question asking participants to explain

their reasons for declining specific job offers, which points to important roles of social image

concerns and an intrinsic need to maintain caste identity.

Behavioral economics Open-ended responses have also recently been employed in behav-

ioral economics, where they are particularly useful for dissecting the mechanisms underlying

observed behaviors and beliefs. In this section, we review applications of open-ended ques-

tions in research on attention and memory, social economics, and motivated cognition.

Open-ended measurement techniques have been a productive tool for research in cognitive

economics, focusing on attention and memory. Martínez-Marquina et al. (2019) use open-

ended data in the context of experiments highlighting failures in contingent reasoning. To

shed light on the underlying cognitive processes, they analyze the written advice participants

give to another participant. They provide direct evidence that participants facing uncertainty

neglect relevant states in their advice and that participants’ advice is correlated with their

own failures in contingent reasoning.

Arrieta and Nielsen (2024) explore how complexity influences individual choice processes.
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In the context of choices under risk using lotteries, individuals face complex and simple

decision scenarios and convey their decision-making methods through direct messages to

other participants. These other respondents are then incentivized to replicate the choices with

or without the messages. Bordalo et al. (2023) introduce and empirically test a theoretical

framework for how individuals’ attention to salient features in statistical problems influences

their reasoning and decision-making, leading to various biases and judgements. For the

empirical tests, the authors utilize free form questions explicitly asking participants how they

arrived at their answers to statistical problems. Agranov and Ortoleva (2017) use open-ended

questions to understand the motives behind people exhibiting a preference for randomization.

The open-ended data illustrate that people randomize their choices because of hedging

motives.

Kaufmann et al. (2024) investigate the behavior and market effects of “socially responsible

consumers” who care about climate change and other externalities associated with their

purchases. To measure consumers’ mental models of externalities they leverage free response

questions, which highlight substantial heterogeneity in the sophistication of consumers.

Measuring what is on top of mind is also helpful in memory research. For example, Grae-

ber et al. (2022) study selective recall of statistics versus stories. They use hand-coded data

based on an unstructured open-ended recall task to provide direct evidence on participants’

recall of the provided information. Their open-ended measure provides rich insights into

the specific associations that come to respondents’ minds for different types of information

seeded on the day before.

Open-ended questions have been employed in the context of economics research on

communication. Graeber et al. (2024a) examine how explanations affect choice accuracy in

financial reasoning tasks. In the experiments, participants first solve financial problems and

provide verbal explanations for their choices, which are then relayed to other participants

who make their own decisions based on these inputs. Exposure to verbal explanations sig-

nificantly improves choice accuracy compared to just learning about another’s choice. This

effect is driven entirely by respondents encountering learning opportunities. The authors

then characterize differences in the supply of explanations across tasks and by the accuracy

of speakers. Graeber et al. (2024b) investigate how verbal transmission distorts economic
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information. In the study, participants listen to audio recordings containing economic fore-

casts and then relay this information to others via voice messages. Using both script-based

and belief-based measures of information loss they show that information regarding the

reliability of a forecast is more likely to be lost in transmission compared to the forecast’s

content itself. The study also explores the underlying causes of this differential information

loss, suggesting information about reliability simply does not come to mind during trans-

mission. Grunewald et al. (2024) investigate the propagation of motivated beliefs through

communication, incorporating an experiment where participants play a dictator game and

then use free-form chats to discuss their decisions and beliefs about others’ decisions. They

discover that communication typically reduces biases, except in environments with external

plural opinions, where biases are amplified.

Open-ended elicitations have also been employed to study motivated reasoning and

self-deception. Chopra et al. (2024b) use these techniques to measure people’s motives for

subscribing to a newsletter. Castagnetti and Schmacker (2022) also employ free form questions

to understand people’s preferences for receiving feedback about their IQ. Saccardo and Serra-

Garcia (2023) explore preferences for enabling versus limiting belief distortion in moral

dilemmas through experiments in an advisor setting with more than 9,000 participants. They

ask respondents to explain the reason behind choosing the order of receiving commission

and product quality information.

Behavioral economists have employed open-ended measurement in a variety of other

applications. Elias et al. (2023) study how individuals perceive and reason about sudden

price increases for different products under different policy regimes. Using textual analysis of

open-ended responses, they show that price increases are not seen just as signals of scarcity.

Instead, they cause widespread opposition and strong and polarized moral reactions.

Bursztyn et al. (2023a) use open-ended questions in the context of social media consump-

tion to understand why active users might prefer a world without the respective platform

(TikTok and Instagram). They also employ free form questions to understand how the re-

spondents would feel if only they deactivated their accounts, revealing significant concerns

about fear of missing out (FOMO).

Roth et al. (2024b) study how misconceptions about the effectiveness of psychotherapy
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influence individuals’ willingness to utilize and invest in it, using a study of 1,843 depressed

participants. They employ open-ended questions to understand the participants’ considera-

tions about their willingness to pay for therapy. The open-ended responses reveal that the

perceived effectiveness of therapy is the central concern influencing individuals’ valuation of

therapy. Roth et al. (2024a) employ a similar methodology, employing open-ended questions,

to explore the impact of perceived social stigma on therapy demand.

Development economics Research in development economics has long used qualitative

research methods. Unlike most of the applications in this section, these questions are often

asked in person and recorded by a surveyor or enumerator. They are often part of a multi-

pronged strategy that includes focus group discussions, non-structured or semi-structured

interviews, and structured surveys. They serve both as a basis for developing interventions

and structured questionnaires, as well as to assess outcomes and mechanisms.

Jayachandran et al. (2023) propose a method to use open-ended interview questions

to develop a short series of closed-ended questions that best capture the latent attitudes or

beliefs. In their application, they first conduct an interview with open-ended questions related

to female agency and score each woman’s agency based on the interview. This measure is

used as the benchmark measure of agency. They then determine which five closed-ended

questions (and index measure based on them) are most predictive of the benchmark using

machine learning algorithms (based on LASSO and random forest). This method to select

survey questions based on how well they predict qualitative interview questions can be

applied in other settings.1

In development economics, qualitative interviews are often conducted at the end of

interventions to assess participants’ understanding or specific mechanisms. Baird et al. (2011),

for instance, conduct structured in-depth qualitative interviews with a random subsample of

participants to assess their understanding of a cash transfer intervention. Dillon et al. (2012)

use qualitative interviews at the end of each day during a pilot phase, when households are

asked about their feedback on the survey questions and how they chose responses.

At other times, these questions form the bulk of the data, such as in Romero et al. (2022)
1A similar approach is used in Parker and Kozel (2007) to assess the complex reasons behind poverty in

Uttar Pradesh and Bihar.
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who study schools’ managerial practices using the DWMS—an adaptation of the World

Management Survey (WMS), including open-ended questions recorded in audio files.

3 Methods for the measurement of thoughts

In this section, we discuss design considerations when measuring people’s thoughts. We

start with a discussion of open-ended survey questions—the most common tool to elicit

top-of-mind responses and the main focus of this review. We next discuss how structured

survey questions can sometimes be a good alternative or supplement to open-ended survey

questions. Lastly, we discuss two recent technological advances in the measurement of

thoughts, namely speech recordings and AI-based interviews.

3.1 Measuring thoughts using open-ended survey questions

One way of measuring thoughts is to ask survey participants to write down in an open-text

box their key considerations when thinking about a particular issue, when stating a specific

belief, or when taking a specific decision.

Design considerations for open-ended thought measurement Stantcheva (2022a) pro-

vides detailed guidelines on best practices for writing open-ended questions. Open-ended

response formats require more effort from survey participants than structured formats. To

maintain high data quality, it is thus critical to lower the mental costs for respondents to the

extent possible. Open-ended questions should thus ideally be asked early on in the survey,

and not too many should be asked within the same survey. Moreover, depending on the

context, it may be desirable to include an open-ended question at the beginning of the survey

and to screen out respondents who are generally unwilling to engage with open-ended

questions and who fail basic attention checks. Open-ended questions might also be especially

taxing for respondents taking surveys on their mobile phones, making it good practice to

encourage the use of a computer for surveys with many open-ended questions.

Another key consideration is how to avoid ex-post rationalization to the extent possible.

Specifically, participants could come up with reasons for their choices and stated beliefs

14



after these have been made or expressed. One way of mitigating concerns about ex-post

rationalization is to elicit thoughts directly on the decision screen, possibly even before

respondents make their choice. However, such a prompt may change behavior by increasing

deliberation time (Imas et al., 2022).

Moreover, to reduce heterogeneity in response behavior, it is good practice to give re-

spondents an idea about how much written text is expected in their response to a particular

question and to ask people to respond in full sentences. Similarly, it is desirable to give

respondents an indication of the amount of time they are expected to spend on the question

(“Please spend 1 or 2 minutes”). An alternative approach is to use a minimum length valida-

tion, which allows respondents to proceed with the survey only if the open-ended response

contains at least a certain number of characters.

Finally, the visual format of the responses boxes should be tailored to the types of answers

needed. For single answers, it is desirable to provide a single answer box, while for multiple

answers, multiple answer entry fields should be provided. If you want longer written texts

you should use larger open-text boxes.

Advantages of open-ended thought measurement Compared to structured approaches,

open-ended measurement of considerations offers several advantages. First, open-ended

measurement techniques allow respondents to freely express their thoughts, not restricting

them to a predefined set of structured response options. This is especially important in settings

where the researchers want to discover novel factors and in settings where it might be difficult

for the researchers to predict in advance what will be on top of people’s minds. Second,

open-ended questions do not change people’s thoughts by informing them about potential

lines of reasoning or drawing their attention to particular issues through the displayed

response options. This feature should alleviate concerns about potential confounds, such as

social desirability bias or ex-post rationalization. For instance, when eliciting memories, it

is much more natural to ask people which events they remember than to give a structured

list of response options—in which case it is not clear whether they were reminded of the

event or actually remembered it. In the case of questions related to knowledge, open-ended

measures do not prime respondents about magnitudes or signs and can thus better capture

15



the underlying knowledge. Third, open-ended questions can be asked directly on the screen

eliciting the prediction or decision of interest, which allows researchers to document the

thoughts that are on respondents’ minds while they make their decision or prediction. This

further mitigates concerns about ex-post rationalization. Fourth, open-ended responses are

arguably more natural to respondents and thus better suited to capture typical reasoning in

real-world situations. Fifth, open-ended responses may reveal misunderstanding or confusion

on the part of participants, and allow for qualitative insights that cannot be achieved with

structured measures.

Disadvantages of open-ended thought measurement Open-ended measurement tech-

niques necessarily also have a series of disadvantages: First, as a result of their unstructured

nature, there is likely large variation in the way individuals respond to open-ended questions.

This variation may affect the content of the answer and its length.2 Second, open-ended

responses are qualitative in nature, which makes it necessary to apply text analysis meth-

ods or develop a coding scheme to quantify and compare responses. While text analysis

methods are straightforward to implement, it is often necessary to develop a coding scheme

to exploit the full richness of the data. Developing a coding scheme is a costly process and

requires the researcher to make subjective choices that might not be fully replicable and

could also be prone to potential researcher biases. There are also subjective judgments to be

made when coding up the responses according to the coding scheme, potentially introducing

additional noise and measurement error. Although large language models can sometimes

reduce costs by annotating open-ended text data, validating LLM performance with human

coders remains important, particularly for responses that might require nuanced judgments

beyond current LLM capabilities. Third, open-ended responses likely contain non-classical

measurement error, as respondents may be unwilling to exert effort when describing their

thoughts, which may vary systematically across demographic groups.

2For instance, consider the setting in Andre et al. (2021) where respondents describe their thoughts while
predicting the effects of macroeconomic shocks on inflation and unemployment. In this setting, a respondent
may write that she used her knowledge of economics, but may not indicate which specific economic mechanism
she had in mind. Other respondents may describe the full propagation channels of the shocks.
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3.2 Measuring thoughts using speech recordings

A recent innovation in the open-ended measurement of thoughts is to ask participants to

record their considerations instead of writing them down. These measures allow for a richer

analysis of thoughts than text and might be particularly adept at capturing immediate top-of-

mind responses as they allow for the immediate expression of thoughts without the delays

associated with the writing process.

Design considerations for measuring thoughts using speech recordings The general ap-

proach to using speech recordings for thought measurement, as illustrated in the studies by

Graeber et al. (2024a) and Graeber et al. (2024b), involves a process where participants are

prompted to verbalize their thoughts or relay information presented in audio recordings.

This method captures real-time thought processes and articulation in a dynamic manner. In

Graeber et al. (2024a), the task involves explaining choices made in financial reasoning tasks,

whereas Graeber et al. (2024b) focus on the transmission of economic forecasts. The recordings

are subsequently analyzed to assess various factors such as the accuracy of information, the

reliability of transmission, and the presence of specific language markers such as the usage of

modal verbs.

Advantages of measuring thoughts using speech recordings There are several advantages

to using speech recordings for measuring thoughts. Next to content features that are also

captured by writing in a text box, speech recordings capture the spontaneity and natural flow

of thoughts, which is often lost in written communication. Speech recordings capture more

features than just text, including information about emotions, tone, emphasis, and natural

disfluencies Graeber et al. (2024a). For instance, when eliciting narratives—stories people tell

to make sense of the world—documenting the broader thought process and the emotional

tone people use to discuss different relevant factors (e.g., the rise in inflation or the past

financial crisis) might give nuanced insights into their thinking.

Disadvantages of measuring thoughts using speech recordings However, there are also

potential disadvantages to this method. One potential concern is participant self-consciousness—
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awareness of being recorded might influence how participants express themselves, possibly

leading to altered or restrained responses, though data from Graeber et al. (2024a) suggests

that participants feel comfortable recording themselves. Additionally, analyzing speech

data can be more complex and time-consuming than written responses due to the need to

interpret non-verbal cues. Finally, technical limitations, such as poor audio quality or speech

impediments, can pose challenges in ensuring clarity and usability of the recordings, even

though this very rarely matters in practice (Graeber et al., 2024a,b).

3.3 Measuring considerations using AI interviews

While most studies reviewed in this paper measure considerations using a single open-ended

survey question, a recent methodological advance is to use artificial intelligence (AI) to

conduct qualitative interviews in which the initial top-of-mind response is followed by a

series of follow-up questions.3

Methodological framework for AI-assisted interviews Chopra and Haaland (2023) de-

velop an innovative AI-assisted semi-structured interview method. They leverage the ad-

vanced capabilities of transformer-based language models, specifically an API integration

with OpenAI’s GPT-4, to simulate human-like interviewing processes. The text-based inter-

views are conducted using a chat interface that mirrors popular text messaging applications

and can easily be integrated into standard survey software, such as Qualtrics.

The AI interviewer is programmed to adhere to the methodological best practices inher-

ent in qualitative research, such as using broad, open-ended, and neutral questions. The

key advantage of AI-assisted interviews compared to using a series of pre-defined open-

ended questions is the capability for adaptive probing. Probing questions have two main

purposes. First, they can resolve ambiguities when respondents provide answers that are

vague or difficult to interpret. Second, they can be used to achieve breadth and depth of the

conversation.

For instance, when surveying less literate populations or those with lower educational

3This complements work using human-led qualitative interviews, which are also increasingly used in
economics (Bergman et al., 2024; Bustos et al., 2022; Duflo, 2017, 2020; Duflo et al., 2013).
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backgrounds, who may struggle to articulate their thoughts, it can be important to clarify

ambiguous responses. Allowing an AI interviewer to ask a follow-up question to resolve

ambiguities in the initial top-of-mind response might significantly increase the quality of

the qualitative data at a relatively low cost. In other settings, a full interview with several

follow-up questions to achieve additional breadth and depth might be desirable, but this

depends on the setting, time budget, and other factors.

Advantages of AI-assisted interview techniques The AI-assisted interview method offers

a significant advantage in scalability, as it enables the efficient conduct of a large number

of interviews simultaneously, surpassing the logistical and resource limitations often en-

countered with traditional human-led interviews. The primary advantage of this AI-driven

interview method is its ability to mimic the depth and flexibility of human interviews while

maintaining consistency and objectivity. By using open-ended questions as a starting point

and allowing for in-depth probing, the method captures a rich and nuanced understanding

of respondents’ thoughts and opinions. Additionally, the AI’s ability to adaptively manage

the conversation based on previous responses adds a layer of contextual sensitivity often

lacking in traditional survey methods. Chopra and Haaland (2023) demonstrate high levels

of satisfaction among interviewees, highlighting the effectiveness and acceptability of this

approach.

Disadvantages in AI-assisted interviews AI-assisted interviews inherit many of the same

challenges as human-led qualitative interviews, such as a lack of comparability between

respondents, a factor that is magnified compared to single open-ended questions. In addition

to these, AI-assisted interviews face unique challenges, such as algorithmic biases and

potential concerns about data privacy. Another disadvantage of AI-conducted interviews

compared to single open-ended responses is that they increase the size and complexity of the

resulting text corpus, making it more costly for the researchers to categorize and analyze the

data. Furthermore, if the interest mainly is in collecting spontaneous top-of-mind responses,

a full interview might introduce too much deliberate thinking to be revealing of top-of-mind

thoughts.

19



4 Analyzing data on thoughts

In this section, we discuss different ways of analyzing data on thoughts, focusing on both

text analysis methods, following the overview in Ferrario and Stantcheva (2022), and human

coding of text. On top of this, we also provide a brief overview on how one can use large-

language models to classify text data.

4.1 Text analysis methods

Text analysis methods offer an easy-to-implement, cost-effective and scalable way of analyzing

open-ended data on thoughts.4

Preparing text data To quantitatively analyze text data, one can apply common techniques

from computational linguistics to reduce the number of separate word features and to

combine words originating from the same root. First, one should delete all punctuation,

digits, and words with fewer than three characters. Second, one can stem words using a

Porter Stemmer (Porter, 1980), meaning that one reduces words to their roots by cutting off

the suffix. Third, it is best practice to filter out stop words.

Word clouds Word clouds are utilized to display the most frequently used words in a

dataset, offering a visually appealing representation of data where word sizes are proportional

to their frequency. The creation of these displays involves algorithms that dynamically adjust

the placement and size of words to optimize both aesthetics and readability. However, despite

their visual appeal, word clouds have limitations as they emphasize word frequency without

accounting for context or semantic similarity. This can lead to misleading interpretations

where common but less informative words appear disproportionately significant. Despite

these limitations, word clouds serve as a useful starting point for identifying the main patterns

in the data. To enhance readability, one should restrict the number of words in the word

cloud to a reasonable value (e.g., 100).5

4Text analysis methods are widely used in economics (Ash and Hansen, 2023) and sociology (Popping, 2015).
For an overview of different methods, see Gentzkow et al. (2019).

5Some of the features shown in word clouds are usually 2-grams, i.e., two words combined into a frequently
used phrase.
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Lasso procedure Lasso procedures are commonly employed to select features from unstruc-

tured text that best predict the variation in structured measures of interest, such as structured

measures of thoughts. For Lasso procedures to be applied, in addition to the preparations

described above, text responses must be converted to a numerical format which can be done

using, e.g., bag-of-words, term frequency-inverse document frequency or word embeddings.

By imposing a penalty, the Lasso method encourages a sparse solution, effectively minimiz-

ing prediction error while promoting model simplicity.6 This characteristic makes Lasso

particularly adept at handling high-dimensional data, like large text datasets. Yet, Lasso

methods are more likely to face challenges in the presence of high multi-collinearity.

Keyness and keywords analysis To study the relative frequency of words across groups,

it is possible to conduct keyness analysis. This method identifies words that are best at

predicting group membership. For example, it can be used to predict differences in words

used across demographic groups (see, e.g., Stantcheva 2020). It can also be used to predict

differences across different treatment groups. For instance, Chopra et al. (2024b) and Bursztyn

et al. (2022) employ the methodology proposed by Gentzkow and Shapiro (2010) to determine

the words that are most characteristic of being in different treatment groups. Given two

groups A and B of respondents, they calculate Pearson’s χ2 statistic for each word w,

χ2
wAB =

( fwA f∼wB − fwB f∼wA)
2

( fwA + fwB)( fwA + f∼wA)( fwB + f∼wB)( f∼wA + f∼wA)
(1)

where fwA and fwB denote the total number of times that the word w is mentioned by

respondents in group A and B, respectively. Similarly, f∼wA and f∼wB refer to the total

number of times words other than w are mentioned. Their subsequent analysis focuses on the

words with the largest χ2.

Topic analysis Topic analysis is a powerful tool to analyze open-ended text data (Roberts et

al., 2014), beneficial for both preliminary exploratory analysis before using human coders and

for making well-grounded inferences about the effects of treatments, frames, or covariates on

the content of responses. This approach is based on a keywords-count model (Wekhof, 2024).

6For an overview of different selection methods and penalty terms, see Freo and Luati (2024).
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Topics are defined by sets of keywords. For example, in Stantcheva (2021) and Stantcheva

(2022b), topics are defined by keywords that capture particular aspects of a policy. It is

then possible to display the distribution of topics that are most commonly mentioned in an

open-ended question and to study group differences in the topics that are on top of people’s

minds. To identify topics and their corresponding keywords, methods range from manual

to more automated techniques like semi-supervised or unsupervised approaches; see for an

overview of some key methods Ferrario and Stantcheva (2022). For shorter text responses,

such as those found in surveys, extracting and analyzing the document-term matrix helps in

understanding word usage patterns (Ferrario and Stantcheva, 2022). Sensitivity checks on

the identified topics and keywords are crucial, especially when adjusting for differences in

answer lengths across respondent groups.

Identifying causal structure in text Ash et al. (2023) provides an unsupervised method

to quantify latent narrative structures in text documents. Their software package relatio

identifies coherent entity groups and maps explicit relations between them in the text. They

apply their method to study political and economic narratives in the US congress.

4.2 Human coding of scripts

An alternative to textual analysis is human coding. Human coding is particularly useful

if researchers aim to measure nuanced lines of reasoning (such as thoughts of particular

theoretical mechanisms), which automated methods may struggle to capture. Compared to

automated methods, human coding is more labor-intensive, more prone to potential human

biases, and much more difficult to scale.

Several studies have used hand-coding of open-ended responses to analyze unstructured

text data. Andre et al. (2021) elicit respondents’ thoughts when forecasting changes in unem-

ployment and inflation in response to hypothetical macroeconomic shocks using an open-text

question on the forecast survey screen. They classify the open-ended text responses into

broad response type categories, such as whether responses mention thoughts related to eco-

nomic propagation mechanisms of the shocks or whether responses include general political

or normative statements. Zooming in on respondents that mention economic propagation

22



mechanisms, they also employ a more fine-grained coding scheme that differentiates between

particular economic mechanisms (such as firms passing on higher costs to product prices or

demand-side channels such as changes in household spending).

Andre et al. (2023a) use hand-coding of respondents’ open-ended explanations for why

inflation in the US increased. They represent each respondent’s explanation by its Directed

Acyclical Graph (DAG). Thus, their hand-coding procedure not only identifies the respon-

dents’ perceived causal drivers of the inflation rate, but also the causal connections between

different variables. For example, their coding scheme allows them to differentiate between

perceived root causes and intermediary causes of inflation. Representing open-text data

as DAGs brings these data into a quantitative format, and allows researchers to analyze

open-text data using methods from graph theory and network theory.

Hager et al. (2023b) hand-code motives underlying effort adjustments in response to

new information, while Chopra et al. (2024b) hand-code perceived motives underlying a

newspaper’s reporting strategy. As another example, Bursztyn et al. (2020) use hand-coded

data from a question on the purpose of the study. A team of research assistants classify the

open-ended responses on the study purpose into different categories. Graeber et al. (2024a)

rely on human-coded data for different types of arguments across 15 different financial

reasoning tasks. Chinco et al. (2022) pursue a different approach in the context of investment

choices. They let survey participants themselves classify the open-text explanations of their

considerations into structured categories. The structured categories were selected based on

open-text responses in pilot studies.

Inductive vs deductive coding schemes There are two main approaches for creating a

coding scheme from qualitative data. The first approach, inductive coding, starts with the

data and creates the codes based on insights that emerge directly from the open-ended

responses. The second approach, deductive coding, uses existing knowledge and theory

to create a coding scheme. Whether to employ an inductive or deductive coding scheme

depends on the goal of the study. The inductive approach, in which codes are “grounded” in

the data, is very useful for discovery and hypothesis generation. The deductive approach, in

which codes might correspond to predictions from different economic theories, is better suited

23



for hypothesis testing. Furthermore, some coding schemes might include elements of both.

A typical application of open-ended responses in economics is to test whether participants

correctly guessed the study hypothesis. While it is natural to always include a code that

corresponds to the correct option, a reading of the actual responses might inform a broader

coding scheme that includes other beliefs about the study’s purpose.

Best-practice recommendations for human coding of scripts To ensure a high quality of

manually coded open-ended data, we recommend implementing the following steps. First,

coders should be given a written coding scheme and instructed in detail on how to apply

the scheme to the data in question. Ideally, all involved coders participate in a joint training

session and subsequently take a test to ensure a thorough and common understanding of the

coding scheme. Second, making sure that the coders do not know the research hypothesis can

reduce the potential for biases in coding. Lastly, double-coding of responses and resolving

discrepancies through discussion between coders can reduce measurement error and mitigate

the effect of biases of individual coders. Double-coding also allows researchers to calculate

the intercoder reliability (ICR), which we discuss at length in the next subsection.

4.3 Intercoder reliability

ICR is a numerical measure of the agreement between different coders regarding how the

same data should be coded. This section discusses its uses and advantages, and some practical

implementation suggestions. It largely follows the paper by O’Connor and Joffe (2020).

Uses and advantages Advantages of ICR are that it allows for the assessment of the rigor

and transparency of the coding scheme and its application to the data and is a signal of quality

for the reader (that is otherwise especially difficult to assess with open-ended data). ICR

may also have benefits internal to the research process: it can motivate researchers to ensure

consistency in coding decisions, which is especially important with multiple researchers

coding and cross-linguistic studies. It also fosters iteration within the research team that can

improve the coding process.

One pitfall of ICR—perhaps similar to other summary statistics—is that it may convey a
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sense of false precision, even in a study that is otherwise of poor quality. Another important

shortcoming is akin to “multiple hypothesis testing.” As Hruschka et al. (2004) warn, repeated

ICR testing followed by discussions and changes in the procedure may end up leading to

“interpretative convergence” that may or may not be warranted.

Practical considerations ICR requires a minimum of two independent coders. With the

rise of AI tools, it is conceivable that one of the “coders” might be an AI tool. More coders

are informative and can be beneficial on net depending on the resources and importance

of the project. When a single person has performed the coding, it is necessary to recruit an

additional coder to code a sample and verify the reliability. There is little consensus on what

share of the data should be subject to multiple coders. O’Connor and Joffe (2020) recommend

that, depending on the size of the data, 10-25% of it are randomly selected and representative

of the entire data.

It is also critical that the interaction between coders is set and documented before com-

mencing the coding (including to alleviate the concern about interpretative convergence

raised by Hruschka et al. 2004). Pre-registration of the procedure may be desirable and, if

these methods become more widespread, might be recommended by journals, the same way

as it is currently done for other types of analysis and experiments. If the main goal is to ensure

objectivity, then no to few interactions and the recruiting of external coders is desirable.

If the main goal is instead to enhance the analytical process by encouraging conversations

among researchers and pinpointing areas that require further explanation, then it is essential

to have discussions between various independent coding sessions. In this case, a valuable

strategy can be to agree on a cutoff IRC score (see below) above which the coding will be

considered reliable and consistent across coders and from which point on, a single coder can

be used.

A decision that needs to be taken is how to segment the data. Using larger units of text

(e.g., full survey responses or multiple responses) implies greater validity but also more

complexity, which may result in lower ICR scores. Smaller units can be tough to determine

while still preserving the context of the whole. O’Connor and Joffe (2020) recommend that

the first and more experienced researcher segments the data and then the alternative coder
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follows the initial segmentation.

ICR scores are likely to be higher if there are fewer codes (i.e., fewer categories to classify

answers in) and if the question is more factual rather than conceptually complex. In that

sense, paradoxically, the more nuanced and sophisticated the question posed is, the likelier

that the ICR score will be low.

Computing and presenting the ICR score The most common method in the literature

is a percentage-based approach but it is also a problematic one as it does not account for

agreement by chance between coders and is hard to apply when there are more than two

coders (Lombard et al., 2002). Statistical tests such as Cohen’s kappa, Krippendorff’s alpha,

Scott’s pi, Fleiss’ K, Analysis of Variance binary ICC, and the Kuder-Richardson 20 correct for

agreement by chance and can be used when there are multiple coders. The most popular and

flexible one is Krippendorff’s alpha (O’Connor and Joffe, 2020).

Presenting a single ICR measure, as an average value for all codes, is commonly done. A

more informative alternative is to present the distribution of the ICR scores for all codes. There

are no unanimously accepted cutoffs to represent a “good level” of agreement (O’Connor

and Joffe, 2020), so the interpretation depends on the score used and the context.

Nevertheless, Miles and Huberman (1994) suggests that a good reliability means that

coders agree to an extent of 80% on 95% of codes that they jointly looked at. Neuendorf (2002)

cites as “rules of thumb” ICR scores above 0.9 as “acceptable by all,” and scores above 0.8 as

“acceptable by many.” Below these thresholds, however, there is substantial disagreement

below.

What if the ICR scores are low? The approach depends on what the goal of the computa-

tion was (from the two main goals described above). If it is a one-time appraisal of the coding

process, possibilities include to discard codes below a certain threshold and/or simply report

the results. If it is part of an iterative approach to improve the coding, the research group can

modify the procedure and repeat the process until the score is sufficiently improved.
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4.4 Using Large Language Models to annotate text data

An alternative to human coding of qualitative data is to exploit AI methods. Recent evidence

suggests that Large Language Models (LLMs) can annotate text data in a reliable and repro-

ducible manner (Gilardi et al., 2023). Several recent papers in economics have also started to

classify text data using LLMs, such as OpenAI’s flagship model GPT-4 (Bursztyn et al., 2023a;

Graeber et al., 2024a,b; Link et al., 2023). These papers demonstrate that classifications using

GPT-4 and human coding in many cases yield very similar results.

While LLMs, such as GPT-4, are a low-cost and viable alternative to human coding of

qualitative data in many cases, it is important to emphasize that their performance might

depend both on the quality of the prompting, the type of LLM used, and the complexity

of the setting (Rathje et al., 2023). It is therefore important, especially in novel or complex

settings, to validate the quality of the LLM coding with human coding of the same data. If

LLMs and human coding produce similar results on a random subset of the data, one can

more safely rely on LLM coding of the full data set.

To classify open-ended responses with an LLM such as GPT-4, it is good practice to first

develop a coding scheme as discussed in Section 4.2. While it is possible to use GPT-4 to assist

in this process by simply giving it example responses and asking it to suggest a potential

coding scheme, it is important to read through some responses and use human judgment

when creating the coding scheme. The coding scheme should include a name and description

of each category as well as some example responses. A prompt can then include the name and

description of the category and the example responses from the coding scheme.7 For instance,

Bursztyn et al. (2023a) use the following prompt to categorize text responses about social

media platform usage: “You will be supplied with a list of responses. The responses refer to

the usage of different platforms, the platform will be indicated in parentheses at the end of

the response. Please classify responses based on the coding scheme below. Each open-ended

response can fall into multiple categories or none.” Then, a specified hand-coding scheme

was given, including category names, definitions, and illustrative examples.8

7This approach is called few-shot prompting because it provides the model with some examples to learn how
to apply the coding scheme. A more comprehensive approach in which the LLM is trained on a task-specific
data set with more examples that can fit in a single prompt is called fine-tuning.

8For instance, in Bursztyn et al. (2023a), the category FOMO includes the following description: “Respondent
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5 Major applications

In this section, we discuss different types of applications for the open-ended measurement of

thoughts.

5.1 Designing surveys

Open-ended questions can be an intermediate step in the design of large-scale surveys with

structured response options. First, a challenge with structured response options is that the

researchers have to decide in advance on the relevant factors. One approach to designing

structured response options is purely data-driven. In a first step, a pilot study is used to

understand what type of responses participants give in an unstructured open-ended question.

Subsequently, the researchers design structured response options based on the open-ended

pilot data. An advantage of this approach is that the response options closely reflect what is

naturally on top of people’s minds. It also helps to capture the most relevant options, some

of which might not be obvious to the researcher. When using structured response options, it

is good practice to include an “other” category with a free response format. This approach

is especially useful for cases in which it is not possible to ask open-ended measures, e.g.

because of length restrictions on the survey.

Second, in many cases, it is desirable to combine open-ended and structured measures of

reasoning. Including both types of questions allows for the validation of the unstructured

data with the structured data. For example, Andre et al. (2021) show that word counts in their

unstructured data are predictive of their structured measures of thoughts. Stantcheva (2024)

also includes a mix of open-ended and closed-ended questions on the same issue, where the

closed-ended questions’ answer options reflect economic theory. The comparison between

the two sets of answers reveals the phenomena that economic theory might be missing, but

which are top-of-mind for respondents. To rule out that the response options in the structured

question change participants’ responses to the open-ended question, structured questions on

mentions fear of missing out, feeling out of the loop, their wish to stay connected, or justifies usage through
others’ usage.” and the following examples: “I feel compelled to keep ’in touch’ with what I perceive as being
the culturally relevant ’thing’ at the moment. It breeds a sense of FOMO when you don’t use it.” and “Everyone
else uses it so I feel that I will be missing out if I don’t.”
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thoughts should ideally be presented on a separate survey screen appearing later than the

open-ended question.

5.2 Reasoning and (perceived) motives behind decisions

A key application of open-ended measurement is to study the reasoning and motives un-

derlying specific decisions. First, open-ended questions can be used to understand the

considerations behind decisions within experiments. Such decisions could include choices

about the consumption of pieces of news offered by the experimenter (Chopra et al., 2024b),

the willingness to Tweet particular content (Bursztyn et al., 2023b), or making a particular

economic forecast or prediction (Andre et al., 2021). Typically, researchers will first ask

respondents to make the decision or the prediction in question. On a subsequent survey

screen or further down on the decision screen, respondents are then asked to report the main

considerations or reasons underlying their decision in an open-text box. The resulting text

data allow researchers to understand how people justify their decisions and which factors

they consider important for their choices.

Second, instead of measuring motives behind decisions in experimental settings, open-

ended questions can be used to characterize motives underlying decisions in the real world.

Applications include protesting property taxes (Nathan et al., 2023), willingness to engage

in a political campaign (Hager et al., 2023b), stock market non-participation (Chopra and

Haaland, 2023), and the consumption of goods with externalities (Kaufmann et al., 2024).

Typically, researchers first elicit the behavior of interest using a structured survey question

and subsequently pose an open-ended question on people’s motives by asking people why

they behave in a specific way.

Third, open-ended responses can also be leveraged for the measurement of inference

about others’ motives. In particular, it is possible to ask respondents about the motives

underlying another respondent’s choice (Bursztyn et al., 2023b, 2022, 2020). In practice this

involves researchers asking respondents why they think someone else acts in a particular

way.
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5.3 Narratives and mental models

Another key application concerns the narratives and mental models individuals invoke in

economic contexts. According to a common definition, narratives are the causal accounts

for why a specific event occurred (Akerlof and Snower, 2016; Pennington and Hastie, 1992;

Shiller, 2017; Sloman and Lagnado, 2015; Trabasso and van den Broek, 1985). Mental models

can be thought of as beliefs about the co-movement between different variables and the

underlying mechanisms driving this co-movement. Open-ended measurements can be a

useful tool to measure and understand narratives and mental models. The most common

applications include: asking respondents about (i) the causes of a given phenomenon (Andre

et al., 2023a), (ii) the mechanisms underlying the relationship between different variables

(Andre et al., 2021, 2023b) and (iii) the consequences of a given change in a variable without

specifying one specific outcome variable (Stantcheva, 2024).

5.4 Attention allocation

Open-ended measurement approaches can be used to measure people’s attention allocation.

For instance, such measurement can be applied to better understand which concerns loom

largest in voters’ minds when they think about government policies (Ferrario and Stantcheva,

2022) or households’ and firm’ managers attention allocation across different economic

topics (Link et al., 2023). Different from the measurement of motives behind decisions,

these applications do not ask an open-ended question about a previously made decision or

stated belief. Instead, survey respondents are confronted with a prompt asking them what

issues come to their mind when thinking about a specific topic. Respondents write down

their thoughts in an open-text box. The resulting text data provide insights into people’s

spontaneous considerations and attention allocation in the context of the prompted topic.

5.5 Priming interventions

The mechanisms underlying the effects of priming interventions have been widely criticized

for being a black box. Open-ended questions open up the possibility of measuring how prim-

ing interventions affect attention allocation (Andre et al., 2021, 2023a). Priming interventions
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are typically used to exogenously draw respondents’ attention to a particular issue or aspect

of a decision problem. This allows the researcher to study the causal effect of attention to a

particular issue on beliefs, decisions or behaviors elicited later in the survey.

For instance, survey questions can be ordered differentially such as to generate variation

in the contextual cues treated and control respondents are exposed to (Alesina et al., 2023;

Roth et al., 2024a). An open-ended question can then be used to measure what is on top of

respondents’ minds, e.g., when taking a specific decision within the experiment. The resulting

text data then allows us to estimate the “first-stage” effect of the priming intervention on

attention allocation. Structured questions are less suited for this purpose, as the included

response options might themselves change respondents’ attention, potentially interfering

with the treatment variation.

5.6 Recall

To study selective memory, researchers regularly measure free recall with the help of open-

ended questions (Graeber et al., 2022; Jiang et al., 2023; Kahana, 2012). Such measures lend

themselves to study the recall of information seeded in a baseline experiment. For example,

Graeber et al. (2022) use the following open-ended question: “Please tell us anything you

remember about this product scenario. Include as much detail as you can. Most importantly,

please describe things in the order they come to mind, i.e., the first thought first, then the

next one etc.” This enables the authors to study selective recall of stories versus statistical

information. Reassuringly, their open-ended data yields similar conclusions as a structured

incentivized task. This suggests that unstructured open-ended elicitations are a reliable

measure of recall even in the absence of incentives for accuracy. Moreover, open-ended data

reveal additional nuance about the types of information being recalled and also provide the

opportunity to detect memory distortions and confusion.

5.7 Information transmission

Given that most communication relies on natural language, open-ended questions also lend

themselves to studying information transmission. For example, it is possible to use open-
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ended questions in which respondents record voice messages as a tool to study the causal

impact of verbal explanations on social learning (Graeber et al., 2024a) and information

transmission (Graeber et al., 2024b). Similarly, it is possible to study communication through

writing in an open-text box (Grunewald et al., 2024). Such measurement is compelling as it

mimics key features of communication in the real world and allows individuals to express

their thoughts, feelings, and experiences in their own words, without being constrained by

predefined options.

5.8 Experimenter demand effects

An important concern for most experimental work are experimenter demand effects (de Quidt

et al., 2018; Zizzo, 2010). Open-ended questions are increasingly used to mitigate concerns

about experimenter demand effects. Specifically, respondents can be asked to guess the

hypothesis that the researchers are testing in an open-ended question included at the end

of the experiment (Andre et al., 2023a; Chopra et al., 2024b; Jäger et al., 2024; Roth et al.,

2024a). For example, participants are asked: “What do you think is the hypothesis that

the researchers aim to test?” or “What do you think is the purpose of this study?”. The

open-ended nature of such questions ensures that respondents do not simply tick response

options that are socially desirable, potentially giving a false impression of the prevalence of

demand effects. Typically, only low fractions of respondents correctly guess the experimental

hypothesis in such open-ended questions, while the large majority have only vague beliefs

about it.

6 Conclusion and directions for future research

This review provides an overview of techniques for the measurement of thoughts and

considerations based on open-ended survey questions. Such techniques can be used to

measure participants’ attention to different aspects when thinking about a particular issue or

when making an economic decision or prediction. Crucially, open-ended survey questions

avoid priming respondents on a particular set of answer categories.
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Given their wide applicability and specific advantages, we believe that open-ended

measurement techniques will continue to grow in popularity. For instance, the increasing

interest in better understanding the attentional foundations of belief formation and decision-

making will likely spur more widespread use of these methods. We hope that this review

lowers the barriers for researchers and practitioners who would like to make use of such

methods.

The availability of new generative artificial intelligence technologies, such as GPT-4, offers

substantial new opportunities for the analysis of unstructured data collected in open-ended

questions: first, GPT-4 can improve the efficiency and accuracy of analyzing textual data by

better capturing the context, semantics, and sentiment of open-ended responses than existing

textual analysis tools. Second, the automation of text analysis by GPT-4 reduces the need

for manual coding of open-ended responses. Third, artificial intelligence methods allow for

systematic data-driven approaches to generate classification schemes.
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Figure 1: Number of studies with open-ended measurements published in leading journals
and working paper series since 2014
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Notes: This figure shows the number of studies with open-ended measurements published in leading journals
since 2010. For 2024, publications and forthcoming papers as of mid-March are included. The figure is
based on publications in leading journals (American Economic Review, American Economic Journal: Applied
Economics, American Economic Journal: Economic Policy, American Economic Journal: Macroeconomics,
Econometrica, Economic Journal, Journal of Development Economics, Journal of Political Economy, Journal
of Public Economics, Journal of the European Economic Association, Review of Economics and Statistics, the
Review of Economic Studies), the AEA Papers and Proceedings, and worker paper series (CEPR, CESifo, and
NBER). To identify articles, we used Google Scholar to search for all articles published in these journals since
2010 containing the words “open-ended”, “open and then verified which of the search results featured an actual
open-ended measurement. We also supplemented with papers covered in our review that were not captured
using this search algorithm.
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Table 1: Overview of studies: Political economy
Paper name Domain Measurement Analysis of text data

Andre (2024) Explanation of people’s dis-
tributive choices

“Please explain why you made your choice the way you did.” Hand-coding of responses.

Bursztyn et al.
(2023b)

Motives for choosing Tweet “Why did you choose this Tweet rather than the other Tweet?” Word counts and simple
machine learning tech-
niques (Gentzkow and
Shapiro, 2010).

Bursztyn et al.
(2020)

Beliefs about motives un-
derlying xenophobic ex-
pression

“Why do you think your matched respondent chose to donate to Fund the Wall?”
On top of this, the authors employ structured measures of beliefs about the
matched respondent’s type.

Pre-specified word count-
ing procedure; Support
Vector Machine classifier
to predict structured be-
lief measures based on text
data.

Dechezleprêtre
et al. (2022)

Considerations about cli-
mate change

“When thinking about climate change, what are your main considerations? What
should [country] government do regarding climate change?”

Text analysis.

Galasso et al.
(2024)

Anti-populist video ads re-
garding a populist referen-
dum in Italy

Respondents were invited to share their thoughts about a video in an open-ended
question to compare how two videos are comparatively perceived.

Hand-coding and super-
vised text analysis (FEEL-
IT)

Gründler and
Potrafke (2020)

Attitudes towards fiscal
rules

“What are your main considerations about fiscal rules?”; "What should be the goal
of fiscal rules?"; "What are the main shortcomings of fiscal rules."

Word cloud and ML meth-
ods for sentiment analysis.

Hager et al.
(2023a)

Voice and political engage-
ment

4 Treatment groups with open-ended questions:“Would you like to tell us
more about which issues we should particularly emphasize in the election cam-
paign?(/Would you like to tell us more about which topics are particularly close to
your heart?)(/+ After the completion of the survey, we will send you a summary
of the results.)”

Hand-coding of responses.

Hager et al.
(2023b)

Motives underlying change
in effort in response to info

“Why would the results of the survey affect or not affect your decision? Please
answer using whole sentences”

Human coding of scripts.

Hüning et al.
(2022)

Attitudes towards rent con-
trol

Discuss pro and cons of rent control NLP and text analysis tech-
niques.

Jessen et al.
(2024)

Policy demand to reduce
socioeconomic inequality
in life expectancy

List as many measures as possible that the government could use to improve the
life expectancy of the poor.

Word cloud.

König and
Schmacker
(2022)

Sin taxes, i.e., taxes on
sugar-sweetened bever-
ages (SSB)

4 Open-ended questions: 1st the general considerations of SSB taxes; 2nd regarding
the goals; 3rd and 4th the benefiting respective losing groups.

Word cloud and keyness
analysis.

Lang and
Schneider
(2023)

Influence of post-WWII
German immigrant move-
ment on nationalist sen-
timent and electoral re-
sponses

“What do you think is the significance of the fact that many Germans had experi-
ence of expulsion, flight, and immigration?”

Hand-coding of responses.

Liscow and Fox
(2022)

Attitudes towards capital
tax realization rule

Why preferred to defer taxation until sold respectively why preferred to tax before
sold.

Word counting.

Luttmer and
Samwick (2018)

Impact of policy uncer-
tainty in social security on
individual welfare

"We are interested in better understanding why you chose uncertain benefits
around [B]% of the Social Security benefits you are supposed to get under current
law over guaranteed benefits equal to [L]% of the Social Security benefits you are
supposed to get under current law. Could you tell us the main reason for your
choice?"

Hand-coding of responses.

Nathan et al.
(2023)

Reasoning for filling prop-
erty tax complain or not.

“If you can, please explain why you will (or will not) protest in 2020.” Handcoding of responses.

Stantcheva
(2020)

Understanding, reason and
learning about 4 economic
policies: i) income, and ii)
estate taxation, iii) health
insurance, iv) trade

“What are your main considerations about [policy]...?” and more specific sub-
questions regarding perceived goals and shortcomings, as well as the anticipated
effects (e.g., which group would gain) from the specific policy.

Text analysis techniques
(keyness analysis, topic
analysis, word clouds).

Stantcheva
(2021)

First-order concerns about
income and estate tax

“When you think about federal personal income taxation and whether the U.S.
should have higher or lower federal personal income taxes (/federal estate tax),
what are the main considerations that come to your mind?”

Text analysis techniques
(keyness analysis, topic
analysis, word clouds).

Stantcheva
(2022b)

Attitudes towards trade “When you think about trade policy and whether the U.S. should put some
restrictions on trade with other countries, such as tariffs, what are the main
considerations that come to your mind?” “What would be the effects on the U.S.
economy if barriers to trade, such as tariffs, were increased?” “Which groups of
people do you think would gain if trade barriers such as tariffs were increased?”

Text analysis techniques
(keyness analysis, topic
analysis, word clouds)
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Table 2: Overview of studies: Political science
Paper name Domain Measurement Analysis of text data

Breyer et al.
(2023)

Perceived status gains
for women or minori-
ties.

“E.g., Now think about the people who have tended to gain
recognition compared to the past. How would you describe
these people? What kind of characteristics, lifestyles, and
opinions do these people have?”

Text analysis with a parsi-
monious dictionary.

Roberts et al.
(2014)

Views on immigra-
tion; Intuition versus
reflection in Public
Goods Game; Ameri-
can National Election
Survey

“Of the stories you read, what stories do you remember best?
(If you don’t remember the names, just describe the stories).”;
“Please write a paragraph (approximately 8-10 sentences) de-
scribing a time your intuition/first instinct(/time carefully
reasoning) led you in the wrong(/right) direction and re-
sulted in a bad(/good) outcome.”; “What has been the most
important issue to you personally in this election?” and
“What do you think is the most important political problem
facing the United States today?”

Introduce their Structural
Topic Model (STM), which
relies on machine learn-
ing methods, and apply it
to the three examples and
compare it to hand-coding.

Rothschild et al.
(2019)

Stereotypes about the
two American parties

“Please write down four words that typically describe peo-
ple who support the [Democratic/Republican] Party.”

Structural Topic modelling.

Zollinger (2022) Attitudes towards
voter-party links

“If you imagine people with a lifestyle and opinions similar
to your own, what kind of people would these be? How
would you describe them?”, “And someone who is not at
all like you? Someone who lives completely differently and
who has very different opinions? How would you describe
them?”

Text analysis techniques
(keyness analysis, latent se-
mantic scaling)

Table 3: Overview of studies: Development economics and other areas
Paper name Domain Measurement Analysis of text data

Baird et al.
(2011)

Role of conditionality
in cash transfers

Qualitative interview of random subsample. Hand-coding of responses.

Burgstaller et al.
(2023)

Tax credits influence
on demand for legally
provided services

“What reasons could there be for someone not claiming the
government support?”

Hand-coding of topics
which are used for keyness
analysis.

Dillon et al.
(2012)

Child labor In the pilot phase, qualitative interviews with open-ended
questions were conducted to solicit how respondents
thought about the survey questions, why they chose the
responses they did, and how they thought about concepts
such as work, household production, and their primary ac-
tivities.

Hand-coding of responses.

Houde and
Wekhof (2023)

Investment in energy
efficiency

“Describe the reasons why you decided (not) to carry out
energy efficiency retrofits. Please write a short text of about
4 sentences.”

Semi-manual classifi-
cation validated with
hand-coding and machine
learning methods.

Jayachandran et
al. (2023)

Woman’s agency Semi-structured interview with open-ended questions. Hand-coding of responses
to calculate benchmark
score.

Parker and
Kozel (2007)

Poverty and vulnera-
bility in India

‘Semi-structured interview with open-ended questions. Qualitative analysis meth-
ods are used to inform a
quantitative survey.

Romero et al.
(2022)

Direct vs. indirect
management training

DWMS, an adaptation of the World Management Survey,
was used for an interview that included 23 open-ended ques-
tions, such as " How do you keep track of what teachers are
doing in the classrooms?"

Hand-coding of responses.
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Table 4: Overview of studies: Macroeconomics
Paper name Domain Measurement Analysis of text data

An et al. (2023) Gas price and infla-
tion expectations

Asked respondents to describe the main considerations that
come to their mind regarding the impact of the war on
China’s economy, overall prices in China, and gas prices
in China.

Word cloud and hand-
coding.

Andre et al.
(2021)

Unemployment and
inflation predictions

Ask respondents about their “main considerations in making
the prediction” and about how they “come up with [their]
prediction”. On top of this, the authors employ structured
measures of the considerations respondents had on their
mind.

Human coding of scripts
and simple word counting
techniques.

Andre et al.
(2023a)

Narratives about the
rise of inflation

Ask respondents “Which factors caused the rise in infla-
tion?”

Human coding of text into
DAGs.

Binetti et al.
(2024)

placeholder placeholder placeholder

Hommes et al.
(2023)

Prior Knowledge of
Public Finance

"Which risk(s) do you have in mind?" or "Which advan-
tage(s) do you have in mind?"

Word cloud and classifica-
tion.

Leiser and Drori
(2005)

Inflation expectations Ask participants to specify terms, concepts, or short phrases
related to inflation.

Human coding of text and
classification into broader
categories.

Link et al. (2023) Current economic sit-
uation

“What topics come to mind when you think about the eco-
nomic situation of your company/household?”

Human coding of scripts
and word counting.

Stantcheva
(2024)

Causes and personal
impact of inflation

E.g., "What were the most important impacts of inflation
on your life?"; "When inflation gets very high, what do you
think is the reason?"

Topic analysis and word
clouds.

Table 5: Overview of studies: Labor economics
Paper name Domain Measurement Analysis of text data

Abeler et al.
(2023)

Incentive complexity
and effort provision

“If someone were trying to get the most money, total, from [Period
3 and Period 4], what do you think would be the best approach?”

Hand-coding of responses.

Ayyar et al.
(2023)

Gender attitudes in-
fluence on lifetime
earnings.

“Imagine you are now 25 years old. Write about the life you are
leading, your interests, your home life and your work at the age
of 25. (You have 30 minutes to do so).”

Word-embedding model to
identify gender attitudes in
essays.

Capozza (2024) Concerns of women
regarding gender gap
in salary negotiations

"Which factors do you think caused the gender gap in salary
negotiation?"

Word cloud, keyness analy-
sis and hand-coding.

Casarico et al.
(2024)

Causes of gender gap
in earnings and pen-
sions in Germany

“What do you think are the causes of the differences between men
and women in gross annual earnings and retirement pensions?”

Word cloud and keyness
analysis.

Kaur et al.
(2021)

Financial worries “What makes you worry about money issues?” Word clouds and text-
counting.

Miano (2023) Beliefs about on-the-
job search

“Imagine you wanted to look for a new job at a new employer
now, while still working at your current employer. Are there any
issues that would make looking for a new job difficult for you
now? What are the first ones that come to your mind?"”

Word cloud.

Oh (2023) Labor supply deci-
sions related to caste

During the follow-up survey, workers were asked why they
turned down specific offers.

Surveyors classified free-
form answers based on
training.

Rodrik and
Stantcheva
(2021)

Beliefs about what
makes a good job

“What is a good job?” Text analysis techniques
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Table 6: Overview of studies: Finance
Paper name Domain Measurement Analysis of text data

Andre et al.
(2023b)

Prediction of Stock
Market Returns

Ask respondents for their reasoning for their stock return
predictions based on a pair of hypothetical scenarios involv-
ing stale news about future company earnings.

Word count and hand-
coding of open-ended data.

Ba et al. (2023) Forecasting the stock
market impact of
racial uprisings

“Please explain your prediction using 2 to 3 sentences.” Hand-coding of responses.

Bailey et al.
(2019)

Mortgage leverage
choice

Ask respondents why their mortgage leverage choice differs
across hypothetical scenarios with different projected home
price changes.

Overview of representative
text responses

Chinco et al.
(2022)

Stock investment de-
cisions

Ask respondents what factors are most important to them
when deciding what fraction of an endowment to invest in
stocks

Self-classification of open-
ended responses by survey
participants.

Chopra and
Haaland (2023)

Stock market non-
participation puzzle

Conduct AI-assisted interviews with respondents, exploring
their reasons for not investing in the stock market including
an "what if" scenario and counterfactual reasoning.

Hand-coding 50 interviews
and using these for Ope-
nAI’s API to query GPT-4
for code assignment.

Chopra et al.
(2024a)

Home Price Expecta-
tions

How would this change in your expectations about future
home prices affect your expectations about your household’s
future economic situation. Please explain why. Respond in
full sentences.

Hand-coding of open-
ended data.

Filippini et al.
(2021)

Financial literacy “Describe which characteristics you think distinguish sus-
tainable financial products from conventional investments.
Please write a short text of about three sentences”

Text analysis techniques
(topic specific word counts)

Jiang et al.
(2023)

Selective recall of past
returns

“First think about the overall stock market movement since
you opened an account. Since you started trading, what is
the episode of market movement that first comes to mind?
Please enter the starting month and ending month of this
episode.”

Hand-coding of dates.

Laudenbach et
al. (2022)

Beliefs about the stock
market

Ask respondents to describe in open text which specific his-
torical episodes – if any – they had in mind when estimating
the historical autocorrelation of aggregate stock returns.

Human coding of text re-
sponses into different his-
torical episodes.

49



Table 7: Overview of studies: Behavioral economics
Paper name Domain Measurement Analysis of text data

Arrieta and
Nielsen (2024)

Explanation of people’s lot-
tery and charity choices

"Please write a message to another participant describing how you
made your last five decisions."

Other respondents replicate
choice with or without message,
Robustness with GPT-4 which
also classified text in procedural
categories.

Bordalo et al.
(2023)

Explanation of people’s
solving strategies for statis-
tical problems

“Could you describe to us in your own words how you came up with
your answer to the previous question?”

Classification with GPT-3.5
which specific features of the
problem were attended to.

Bursztyn et al.
(2023a)

Motives for preferring a
world without Tiktok or In-
stagram and feelings about
being the sole user to leave
the platform

“You mentioned you would prefer to live in a world without [platform].
Why do you still use it?" and "How would you feel if you were the only
one who deactivated [platform] and everyone else kept using it?”.

Hand-coding of responses and
AI based classification using
GPT-4.

Castagnetti
and Schmacker
(2022)

Motivated information se-
lection and updating

“Please explain, in general, how you decided between feedback modes
across the five scenarios. For example, why did you choose one feed-
back mode over another? What specific characteristics of the feedback
modes were you looking at?”

Hand-coding of responses.

Chopra et al.
(2024b)

Motives for (not) subscrib-
ing to newsletter

“Why did you (not) subscribe to the newsletter?” Word counts and simple ma-
chine learning techniques
(Gentzkow and Shapiro, 2010).

Agranov and
Ortoleva (2017)

Motives for choices be-
tween lotteries

“In Part III of the experiment each question was asked to you three
times. If you chose different options, could you please tell us why did
you do it? (Please elaborate).”

Hand-coding of responses.

Elias et al. (2023) Attitudes towards sudden
price increases and price
regulation

’Using the slider below, please rate this scenario as: -10 (completely
unfair) to +10 (completely fair)’,’We now ask you to select, among the
two scenarios described above, the one that you would prefer to have
in place in your country.’,’Please briefly describe in the space provided
the main reason(s) for your answers and choice above’

Text analysis.

Graeber et al.
(2022)

Memories about informa-
tion provided

“Please tell us anything you remember about this product scenario.
Include as much detail as you can. Most importantly, please describe
things in the order they come to mind, i.e., the first thought first, then
the next one etc.”

Hand-coding of responses.

Graeber et al.
(2024a)

Verbal explanations of fi-
nancial reasoning choices

“We are interested in how you would give advice in an informal con-
versation: You should share an explanation behind your response. Your
recording will be played to a few other participants who will have to
respond to the same question."

Transcribe transcripts by Phonic
using Amazon Transcribe and
GPT-4 for classification of tran-
scribed text.

Graeber et al.
(2024b)

Oral transmission of in-
formation using speech
recordings

"Think about the first(/ or second) opinion you listened to about
changes in house price growth in a large US city. We will now ask
you to record a voice message summarizing this opinion."

Classify by hand-coding and
GPT of responses whether level
and reliability are transmitted.

Grunewald et al.
(2024)

Potential reinforcement of
motivated beliefs through
ccommunication.

"[Quotes & Chat] To start the conversation and to give you some food
for thought, here are two quotes by famous personalities: I think we are
living in selfish times. — Javier Bardem, Hollywood actor and Oscar
winner I’m just thankful I’m surrounded by good people. — Jon Pardi,
singer and songwriter"

Word lists and bigram and tri-
gram analysis.

Kaufmann et al.
(2024)

Explanation of people’s im-
pact prediction on external-
ities

"Please explain why you chose this response.", "Please explain why
you gave the same(/different) answer(/s) in the two situations." and
"Please explain why you would be willing to pay money in situation 2
where the total impact would be zero."

Hand-coding of responses.

Martínez-
Marquina et al.
(2019)

Provide incentivized ad-
vice to another participant
for making a guess

"In the box below you can provide advice on what price you think the
advisee should submit and a justification for your recommendation."

Hand-coding of responses.

Roth et al.
(2024a)

Social Stigma and demand
for psychotherapy

"Imagine a person with depression. What views about depressed peo-
ple by others does this person worry about most?"

Hand-coding of responses.

Roth et al.
(2024b)

Effectiveness and demand
for psychotherapy

"What considerations do you have on your mind when choosing how
much you would be willing to spend on 4 weeks of online therapy
from BetterHelp? Please write 2-3 sentences. You may mention both
downsides and benefits of buying therapy (if any were on your mind)."

Hand-coding of responses.

Saccardo and
Serra-Garcia
(2023)

Enable or limit their ca-
pacity to distort beliefs in
moral dilemmas

"When you had to decide between learning about your commission
Before or After getting information about the quality of Product B [A, if
the order was flipped], how did you make this decision?”

Hand-coding of responses.
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